
Math 214 7.3 worksheet 2 
We saw that the algebraic multiplicity of an eigenvalue is always 

multiplicity 
_than its geometric 

1. For each of the following matrices find: the characteristic polynomial, the algebraic multiplicity 
of 2, and the geometric multiplicity of 2: 

2 1 0 0 01 0 2 1 0 0 dhr pá'y lt (A -x15 ) = Jet oo 

0 0 2 1 0 
|0 0 0 2 1 

0 0 0 0 2 

(a) A = 

21 d 2 

(2-x almalH2)5 
Gvesm meH(2) = dimlE) dtm( er(A-)) = dimer 1O oo - 1 

-2 has 2 1 0 0 0 
0 2 0 0 0 

(b) B = |0 0 2 1 0| (the (2, 3) entry is the only one that changed) Ln-nlp 0 00 2 1 
0 0 0 0 2 dw pdy sh 2-

Ea = er (B215) = her 

o Od 
2 0 00 0 

0 2 0 0 0 dsoweclens n A:2. 
(c) B = 0 0 2 0 0 

0 0 0 2 0 Cha palystl (2-x 0 0 0 0 2| 
9-ut (2) = 2 

Ea arB- 27)ker R 
f.malt (2) dm [RS)-5 

2. Suppose D is a matrix with characteristic polynomial PD(r) = (z -2) (r +1)(+1). What 

can you say about the geometric multiplicity of A = 2 for D? 9t(2) uut(2)-4 

While we're at it, what are the dimensions of the matrix D? What is the determinant of D? 

dirnsms D dy P =S D au urix 

atlp)=Po (o)(-2)" (n'-(o)=6 



Let's prove this fact! 

Theorem If A is a square matrix and A is an eigonvalue of A, then gmult(A) < algmult (A) 
Proof idea: (1) we can "partially diagonalize" A using the eigenvectors in Ex, (2) the theorem 

1s clear for this partially diagonal matrix, and (3) it follows that the theorem holds for A. 

Proof 

Suppose A is an cigenvalue of A with gmult(A) = k. We want to show that: 

alg.malHa) 72 

euvalendy PA )= (A-x) f P se pdynorud 

a-) 
uay n a nd we 

Because gmult(A) = k, we can find linearly independent eigenvectors 

,.Ve En 

.We can then extend this linearly independent set to a basis of R": 

*- e, e, TnS a bas3 R S me vecs 
hat- , n ER 

Set S- Ve, -,Tr 
.With respect to this basis, A looks like: 

s-AS = 

6 
Thus thelcharacteristic polynomial of S*'AS is: 

eds 

RA Pshs o = det (SAS -I)= (n)- A-x) ( Same Alynmel) 

Copie 
.But by last time, we know: 

Ps-Ac Pa) QEP 
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aboa etgaweclon s do Care 

tell abou gen etry 

TR R radahan rhud 

T:RR3 U, reflectm acrosSa plana 

V E (eyspaa -), V> E 
Dragdnalrza thom ddagal Manes e niCept da 

r ith. 

wdnsfad tma long trm lhe hauor daancal shen 

(Markov dhaan) 



7.4 worksheet 
Suppose there are four houses hosting a block party, connected to each other like so: 

0- (2 

(4) 
Every hour, some percent of people at one house leave and go to another house, as described by 

the following diagram: 

Su% pl e oue 4 3 
ual iriumpopulahm 

Aon aus cl 

P32=0.7 

neh houe P2i=0.3 

P230.1 

P12=0.2 

P42=0.05 P24 0.25 

So for instance, the value of p21 = 0.3 means that house 2 will get 30% of the people in house 1 

every hour. This process is an example of a Marko0 process, also called a Markov chain. 

1. What proportion of people at house l will stay at house l after an hour? We call this number 

P11 yone n koue Li ehu say 1, n 7o o 2 (-03) - 20% PP 4 

2. In general we let pii be the proportion of people in house i who decide to stay in house i when 

the hour changes. Find p2, P33 and pa4 as well. pa2 -0.2_0.05 - O,1 O.0S 5% 

3. Let ;(t) be the number of people in house i, t hours after midnight. Let t(t) denote the vector 

Et) = 
a(t) 

zA)] 
(this is an example of a vector-valued function: its input is a number t and its output is a vector 

Tt)). Suppose that 
100 
300 

T0) = 
500 
200 

Find 2(1). 

4. Find a matrix A such that T(t +1) = AT(t). This is called the transition matria of the markov 

process. 
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